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• It is how we use and manipulate (e.g., transform) vectors and matrices to 
solve problems

• Linear algebra provides the basis for many of the techniques that we will 
use in this course, most immediately linear regression, but also 
correlations, principal component analysis and similar techniques, machine 
learning tools, …

Some background information:

• for a very useful, visual, view of linear algebra, we recommend “Essence 
of Linear Algebra”, which can be accessed at: 
https://www.3blue1brown.com/essence-of-linear-algebra-page/

• if you want a detailed treatise, try out the MIT courseware site at  
https://www.youtube.com/playlist?list=PL49CF3715CB9EF31D

© Richard LeSar, 2020
Why linear algebra?

https://www.3blue1brown.com/essence-of-linear-algebra-page/
https://www.youtube.com/playlist?list=PL49CF3715CB9EF31D
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̂𝚤

̂𝚥

𝐛 = ̂𝚤 + 2 ̂𝚥
𝐜 = 𝐚 + 𝐛 = 4 ̂𝚤 + 3 ̂𝚥

𝐚 = 3 ̂𝚤 + ̂𝚥

Vectors

Notation:  a “hat” indicates a 
vector of length = 1, called a 

unit vector

See Chapter 1 of “Essence of Linear Algebra”

We can write any point in space 
in terms of 𝑖

̂
and 𝑗

̂
— they are 

the basis set for the space
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Vectors
See Chapter 1 of “Essence of Linear Algebra”

In linear algebra (and computation), we represent a vector as a list of 
numbers:

𝐚 = 3
1 𝐛 = 1

2

𝑖
̂

𝑗
̂

𝐛 = 𝑖
̂
+ 2𝑗

̂
𝐜 = 𝐚 + 𝐛 = 4𝑖

̂
+ 3𝑗

̂

𝐚 = 3𝑖
̂
+ 𝑗

̂ 𝐚 + 𝐛 = 3
1 + 1

2 = [43]



Suppose we want to 
transform the lattice to 
another set of regular, 
equally-spaced, points.

We can transform the 
basis vectors as shown:

Note: 𝑖 ! and 𝑗 ! are not 
necessarily of unit length
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𝑖
̂

𝑗
̂

𝑖" = 𝑎𝑖
̂
+ 𝑐𝑗

̂

Linear transformations

𝑗"

𝑗" = 𝑏𝑖
̂
+ 𝑑𝑗

̂
𝑖"

𝐚 =
𝑥
𝑦

Question:  if 𝑖
̂
, 𝑗
̂

→ 𝑖!, 𝑗!, what 
happens to a 

vector 𝐚 =
𝑥
𝑦 ?

See Chapter 3 of “Essence of Linear Algebra”
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Linear transformations

𝑖
̂

𝑗
̂

𝑗"

𝑖"

𝐚 =
𝑥
𝑦

Question:  if 𝑖
̂
, 𝑗
̂
→ 𝑖", 𝑗", what happens to a 

vector 𝐚 =
𝑥
𝑦 = 𝑥𝑖

̂
+ 𝑦𝑗

̂
?

• apply the transformation, 𝑖
̂
→ 𝑖! = 𝑎𝑖

̂
+ 𝑐𝑗

̂

• the new position for x under the 

transformation (𝑥! ( is 𝐱" = 𝑥 𝑎𝑖
^
+ 𝑐𝑗

^

= 𝑥 𝑎
𝑐 .  

• Similarly, 𝐲" = 𝑦 𝑏
𝑑 .  

• So 𝐚 → 𝐯, with the new vector (𝐯) being 𝐯
= 𝐱" + 𝐲"

See Chapter 3 of “Essence of Linear Algebra”



The new vector (𝐯) is 

𝐯 = 𝐱" + 𝐲" = 𝑥 𝑎
𝑐 + 𝑦 𝑏

𝑑 = 𝑎𝑥 + 𝑏𝑦
𝑐𝑥 + 𝑑𝑦

We can write this as a matrix multiplying a 
vector

𝑎 𝑏
𝑐 𝑑

𝑥
𝑦 = 𝑎𝑥 + 𝑏𝑦

𝑐𝑥 + 𝑑𝑦 ,  or

𝐀𝐚 = 𝐯 = 𝑎𝑥 + 𝑏𝑦
𝑐𝑥 + 𝑑𝑦 , where
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Linear transformations
See Chapter 3 of “Essence of Linear Algebra”

𝑖
̂

𝑗
̂

𝑗"

𝑖"

𝐚 =
𝑥
𝑦

𝐀 = 𝑎 𝑏
𝑐 𝑑

row

co
lu

m
n



Linear transforma-on example
See Chapter 3 of “Essence of Linear Algebra”



Linear transformation example
See Chapter 3 of “Essence of Linear Algebra”



The determinant of a 2D matrix
See Chapter 6 of “Essence of Linear Algebra”
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How a determinant can be zero
See Chapter 6 of “Essence of Linear Algebra”

Consider 𝐀 = 1 2
2 4 ⇒ 𝑑𝑒𝑡𝐴 = (1)(4) − (2)(2) = 0.  

The transformation maps the space on 
to a line, which has zero area, so the 
determinant is 0.

Note that the vectors for 𝑖! and 𝑗" are 
linearly dependent (𝑗" is a simple 
multiple of 𝑖!).
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If a determinant is zero
See Chapter 6 of “Essence of Linear Algebra”

Consider the equation 𝐀𝐯 = 0.  𝐯 could be 0 (uninteresting).

If 𝐯 is not 0, then think about what the equation says.  It says that 
the transformation maps 𝐯 on to a scalar (0), which has zero area.

The only way that that could be true is if the determinant of 𝐀 is 
zero, i.e., 𝑑𝑒𝑡𝐴 = 0.

We will use this relation in solving for eigenvectors and 
eigenvalues later on.
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The determinant of a 3D matrix
See Chapter 6 of “Essence of Linear Algebra”

Consider 𝐀 =
𝑎 𝑏 𝑐
𝑑 𝑒 𝑓
𝑔 ℎ 𝑖

.   What is 𝑑𝑒𝑡𝐴?

• In 3D, the determinant is the volume associated with the 
transformation.

• In nD (n>3), the determinant gives you the “hyper-volume”of the 
transformation (we will have n>3 in many applications)

• Use a code such as Matlab, Mathematica, … to  calculate the 
determinant for n>2.

• Note: 𝑑𝑒𝑡𝐴 = 0 if the transformation maps onto a plane or a line
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Multiplication of two matrices

Suppose 𝐀 = 𝑎 𝑏
𝑐 𝑑 and 𝐁 = 𝑒 𝑓

𝑔 ℎ .   What is 𝐀𝐁 = 𝑎 𝑏
𝑐 𝑑

𝑒 𝑓
𝑔 ℎ ?

A times column 1 of B is column 1 of the product:

𝑎 𝑏
𝑐 𝑑

𝑒
𝑔 = 𝑎𝑒 + 𝑏𝑔

𝑐𝑒 + 𝑑𝑔 .  

Similarly A times column 2 of B is column 2 of the product , 𝑎 𝑏
𝑐 𝑑

𝑓
ℎ

= 𝑎𝑓 + 𝑏ℎ
𝑐𝑓 + 𝑑ℎ , so we have

𝐀𝐁 = 𝑎 𝑏
𝑐 𝑑

𝑒 𝑓
𝑔 ℎ = 𝑎𝑒 + 𝑏𝑔 𝑎𝑓 + 𝑏ℎ

𝑐𝑒 + 𝑑𝑔 𝑐𝑓 + 𝑑ℎ = 𝐂
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The inverse of a matrix
See Chapter 7 of “Essence of Linear Algebra”

Consider 𝐀 =
𝑎 𝑏 𝑐
𝑑 𝑒 𝑓
𝑔 ℎ 𝑖

.  We define the inverse of a square matrix 𝐀#$ as a 

matrix that has the property 𝐀$%𝐀 = 𝐈 =
1 0 0
0 1 0
0 0 1

.   

𝐈 is called the identity matrix and has the property 𝐈𝐯 = 𝐯 or 𝐈𝐀 = 𝐀.

In 2D, the inverse is given by: 𝐀 = 𝑎 𝑏
𝑐 𝑑 ⇒ 𝐀$% = %

&'()
𝑑 −𝑏
−𝑐 𝑎

Note:  if 𝑑𝑒𝑡𝐴 = 0 (whatever the dimension of the matrix), then no inverse of 
𝐀 exists. 

𝑑𝑒𝑡𝐴 = 𝑎𝑑 − 𝑏𝑐
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Using matrices to solve equations

Consider 3 equations and 3 unknowns — we want to solve for x, y, and z.
0𝑥 + 1𝑦 + 2𝑧 = 4
1𝑥 + 2𝑦 + 1𝑧 = 4
1𝑥 + 0𝑦 + 1𝑧 = 8

We can rewrite this in matrix form as:

The matrix maps the variables (x,y,z) to (4,4,8).

Draw a graph for a problem in 2D and see what it looks like.

0 1 2
1 2 1
1 0 1

𝑥
𝑦
𝑧
=

4
4
8

See Chapter 7 of “Essence of Linear Algebra”



How do we solve these equa-ons?
See Chapter 7 of “Essence of Linear Algebra”



A more convenient way to write matrices and vectors

Be careful of “row-
major” versus 

“column-major” 
numbering of 

arrays in 
programming 

languages



Transpose of a matrix
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Non-square matrices

=.𝑙

𝑛

𝑚

𝑚 𝑛

𝑙

The number of the columns in the first matrix must equal the number of rows in 
the second matrix.  The result has the number of rows of the first and the number 

of columns of the second. If 𝐀𝐁 = 𝐂, then 𝐶*+ = ∑
,-%

.
𝐴*,𝐵,+ 𝑖 = 1 to 𝑙, 𝑗 = 1 to 𝑛.  

This is the same expression we had for a 3x3 matrix with 𝑙 = 3 and 𝑛 = 3.

𝐀𝐁 = [𝑙×𝑚][𝑚×𝑛] = [𝑙×𝑛] = 𝐂



We will see many non-square matrices, e.g., 4 rows, 2 columns:

𝐴 =

𝑎!! 𝑎!"
𝑎"! 𝑎""
𝑎#! 𝑎#"
𝑎$! 𝑎$"

The transpose of A is obtained by reversing the order of the indices, i.e.,

𝐴% =
𝑎!! 𝑎"! 𝑎#! 𝑎$!
𝑎!" 𝑎"" 𝑎#" 𝑎$"

If A is a n x p matrix, then AT is a p x n matrix

Non-square matrices



Consider the following

=
𝑎!!" + 𝑎"!" + 𝑎#!" + 𝑎$!" 𝑎!!𝑎!" + 𝑎"!𝑎"" + 𝑎#!𝑎#" + 𝑎$!𝑎$"

𝑎!!𝑎!" + 𝑎"!𝑎"" + 𝑎#!𝑎#" + 𝑎$!𝑎$" 𝑎!"" + 𝑎""" + 𝑎#"" + 𝑎$""

B is a symmetric 2x2 square matrix with:

Non-square matrices

𝐵 = 𝐴%𝐴 =
𝑎$$ 𝑎&$ 𝑎'$ 𝑎($
𝑎$& 𝑎&& 𝑎'& 𝑎(&

𝑎$$ 𝑎$&
𝑎&$ 𝑎&&
𝑎'$ 𝑎'&
𝑎($ 𝑎(&

<latexit sha1_base64="ULTVTdLNSMHR4gntwBk9tK7hS/4=">AAACKHicbZDLSsNAFIYn9VbrLerSzWARXIWkFHVTrHXjsoK9QBPDZDppp51cmJkIJeRx3PgqbkQU6dYncdJ2oa0Hhvn4/3OYOb8XMyqkaU61wtr6xuZWcbu0s7u3f6AfHrVFlHBMWjhiEe96SBBGQ9KSVDLSjTlBgcdIxxvf5n7niXBBo/BBTmLiBGgQUp9iJJXk6te256eNzE3pKIM1aIskcNNxzcoe02oGbxTT+aVsG9KaZRgVBXA0o1LJ1cumYc4KroK1gDJYVNPV3+1+hJOAhBIzJETPMmPppIhLihnJSnYiSIzwGA1IT2GIAiKcdLZoBs+U0od+xNUJJZypvydSFAgxCTzVGSA5FMteLv7n9RLpXzkpDeNEkhDPH/ITBmUE89Rgn3KCJZsoQJhT9VeIh4gjLFW2eQjW8sqr0K4Y1oVh3lfL9cYijiI4AafgHFjgEtTBHWiCFsDgGbyCD/CpvWhv2pc2nbcWtMXMMfhT2vcPUjOi5g==</latexit>

Bij =
4X

k=1

AkiAkj i = 1..2 j = 1..2



Non-square matrices



Some proper-es of matrices
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• if 𝐀𝐁 = 𝐁𝐀, they are said to commute. This only happens for very specific 
matrices.  In general, 𝐀𝐁 ≠ 𝐁𝐀.

• (𝐁𝐀)𝐱 = 𝐁(𝐀𝐱) = 𝐁𝐀𝐱 (𝐁𝐀 is a composite map)

• 𝑑𝑒𝑡𝐀𝐁 = 𝑑𝑒𝑡𝐁𝐀 = 𝑑𝑒𝑡𝐀𝑑𝑒𝑡𝐁 (scalars commute)

• only square matrices have inverses 

• (𝐀𝐁)!" = 𝐁!"𝐀!"

• (𝐀𝐁𝐂)!" = ((𝐀𝐁)𝐂)!" = 𝐂!"(𝐀𝐁)!" = 𝐂!"𝐁!"𝐀!"

Some properties of matrices



We can write the dot product of two column vectors x and y as 𝒙 5 𝒚, in 
which 𝒙% is the row vector obtained by transposing:

if                  , then xT =	[x1,	x2,	x3,	x4,	x5].		

Note: 

We will write expressions such as  as 

The dot product

<latexit sha1_base64="qR6j1qLdBIExa7HLAjqV+sX0RIY=">AAACIXicbVDLSsNAFJ34rPUVdelmsAh1UxIR7bLqxmWFvqCJZTKdtEMnD2ZupCXkV9z4K25cKNKd+DMmbUBtPTBw5pxzmbnHCQVXYBif2srq2vrGZmGruL2zu7evHxy2VBBJypo0EIHsOEQxwX3WBA6CdULJiOcI1nZGt5nffmRS8cBvwCRktkcGPnc5JZBKPb1qOW48TrBF+wHgcna7niRn2MIWsDHERCUZn4UeGj+BYk8vGRVjBrxMzJyUUI56T59a/YBGHvOBCqJU1zRCsGMigVPBkqIVKRYSOiID1k2pTzym7Hi2YYJPU6WP3UCmxwc8U39PxMRTauI5adIjMFSLXib+53UjcKt2zP0wAubT+UNuJDAEOKsL97lkFMQkJYRKnv4V0yGRhEJaalaCubjyMmmdV8zLinF/Uard5HUU0DE6QWVkoitUQ3eojpqIoif0gt7Qu/asvWof2nQeXdHymSP0B9rXN7/wop0=</latexit>

x · (Ay) as xT(Ay)

<latexit sha1_base64="oxBV+4o+cpWbtEESm5yARnsPRmk=">AAACI3icbVDLSsNAFJ34rPUVdelmsAh1UxIRFaFQdOOygn1AU8NkOmmHTiZhZiINIf/ixl9x40Ipblz4L07aItp64MKZc+7lzj1exKhUlvVpLC2vrK6tFzaKm1vbO7vm3n5ThrHApIFDFoq2hyRhlJOGooqRdiQICjxGWt7wJvdbj0RIGvJ7lUSkG6A+pz7FSGnJNa8cz09HGXRwL1QwfyQZrEJHxoGb0qqdPaQ8gyOXwkRXufpDT4quWbIq1gRwkdgzUgIz1F1z7PRCHAeEK8yQlB3bilQ3RUJRzEhWdGJJIoSHqE86mnIUENlNJzdm8FgrPeiHQhdXcKL+nkhRIGUSeLozQGog571c/M/rxMq/7KaUR7EiHE8X+TGDKoR5YLBHBcGKJZogLKj+K8QDJBBWOtY8BHv+5EXSPK3Y5xXr7qxUu57FUQCH4AiUgQ0uQA3cgjpoAAyewAt4A+/Gs/FqjI2PaeuSMZs5AH9gfH0Dfqii3Q==</latexit>

x · y =
nX

i=1

xiyi(= xiyi)

<latexit sha1_base64="+kIH6Gv5JVSHZZrsOvvDAKiUiF4=">AAACL3icbVBLSwMxEM76rPVV9eglWARPZbfWx0UoCuKxgn1AtyzZdLYNzWaXJCstS/+RF/9KLyKKePVfmD4QbR1I5uObb5iZz485U9q2X62l5ZXVtfXMRnZza3tnN7e3X1NRIilUacQj2fCJAs4EVDXTHBqxBBL6HOp+72Zcrz+CVCwSD3oQQyskHcECRok2lJe7df0g7Q/xFXZ96DCR+iHRkhmm7znYdU0qTtOpSX2vNPnPsAui/aPNZr1c3i7Yk8CLwJmBPJpFxcuN3HZEkxCEppwo1XTsWLdSIjWjHIZZN1EQE9ojHWgaKEgIqpVO7h3iY8O0cRBJ84TGE/Z3R0pCpQahb5Rmw66ar43J/2rNRAeXrZSJONEg6HRQkHCsIzw2D7eZBKr5wABCJTO7YtolklBtLB6b4MyfvAhqxYJzXrDvS/ny9cyODDpER+gEOegCldEdqqAqougJjdAbereerRfrw/qcSpesWc8B+hPW1zd0Q6d1</latexit>

x =

2

66664

x1

x2

x3

x4

x5

3

77775
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Matrix calculus

“In mathematics, matrix calculus is a specialized notation for doing multivariable calculus, especially over 
spaces of matrices. It collects the various partial derivatives of a single function with respect to many 
variables, and/or of a multivariate function with respect to a single variable, into vectors and matrices that can 
be treated as single entities. This greatly simplifies operations such as finding the maximum or minimum of a 
multivariate function and solving systems of differential equations. The notation used here is commonly used 
in statistics and engineering, while the tensor index notation is preferred in physics.

Two competing notational conventions split the field of matrix calculus into two separate groups. The two 
groups can be distinguished by whether they write the derivative of a scalar with respect to a vector as a 
column vector or a row vector. Both of these conventions are possible even when the common assumption is 
made that vectors should be treated as column vectors when combined with matrices (rather than row 
vectors). A single convention can be somewhat standard throughout a single field that commonly uses matrix 
calculus (e.g. econometrics, statistics, estimation theory and machine learning). However, even within a given 
field different authors can be found using competing conventions. Authors of both groups often write as 
though their specific convention were standard. Serious mistakes can result when combining results from 
different authors without carefully verifying that compatible notations have been used. Definitions of these 
two conventions and comparisons between them are collected in the layout conventions section.”

https://en.wikipedia.org/wiki/Mathematics
https://en.wikipedia.org/wiki/Multivariable_calculus
https://en.wikipedia.org/wiki/Matrix_(mathematics)
https://en.wikipedia.org/wiki/Partial_derivative
https://en.wikipedia.org/wiki/Differential_equation
https://en.wikipedia.org/wiki/Statistics
https://en.wikipedia.org/wiki/Engineering
https://en.wikipedia.org/wiki/Tensor_index_notation
https://en.wikipedia.org/wiki/Physics
https://en.wikipedia.org/wiki/Column_vector
https://en.wikipedia.org/wiki/Row_vector
https://en.wikipedia.org/wiki/Econometrics
https://en.wikipedia.org/wiki/Statistics
https://en.wikipedia.org/wiki/Estimation_theory
https://en.wikipedia.org/wiki/Machine_learning
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Eigenvalues and eigenvectors

An eigenvector 𝐯 of 𝐀 has the property
𝐀𝐯 = 𝜆𝐯

In other words, 𝐯 does not change direction, even as the basis transforms under 𝐀. 
The length of  𝐯 after the transformation is 𝜆 times the original length (negative 𝜆
indicates that the direction has been reversed).

𝐯 is called an eigenvector and 𝜆 its eigenvalue.

It is more convenient to write the equation as 𝐀𝐯 = 𝜆𝐈𝐯, where 𝐈 is the identity 
matrix.

We thus can write: 𝐀 − 𝜆𝐈 𝐯 = 0.

As we discussed above, we can solve this equation using  𝑑𝑒𝑡 𝐀 − 𝜆𝐈 = 0
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Interpretation of eigenvectors/values

Suppose we have a known N x N matrix 𝐀. 

We solve 𝑑𝑒𝑡 𝐀 − 𝜆𝐈 = 0 for the  N constants 𝜆 (the eigenvalues) and N vectors 𝐯
(the eigenvectors).  

Consider the matrix 𝐀 = 3 4
4 3

Solving for the eigenvalues, we have 𝑑𝑒𝑡 𝐀 − 𝜆𝐈 = 𝑑𝑒𝑡 3 − 𝜆 4
4 3 − 𝜆 = 0

We find 𝜆 = 7, −1 with eigenvectors 𝐯 = 1
1 and 𝐯 = −1

1 , respectively
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Interpretation of eigenvectors/values

The eigenvalues are the lengths of the semimajor and 
semiminor axes of an ellipse that includes the points.

The eigenvectors align the ellipse along the data.

Note that the eigenvectors make an orthogonal set, i.e., 
a rotated coordinate system along the directions of the 
greatest variance.



31Solving for the coefficients 1: least squares

We will have an equation that looks like  𝜷
^
$𝐗$𝐗 = 𝐘$𝐗 and will want 𝜷

^
,

knowing 𝐗 and 𝐘. In the context of linear regression, 𝐗 is a 2xN matrix made 
up from the x values and 𝐘 is a vector of y-values.

How will we solve it?

Taking the transpose of both sides of the equation, we have 

𝜷
^
$𝐗$𝐗

$
= 𝐗$𝐗𝜷

^
and 𝐘$𝐗 $ = 𝐗$𝐘, or 𝐗$𝐗𝜷

^
= 𝐗$𝐘

Finally, we have: 𝜷
^
= (𝐗$𝐗)!"𝐗$𝐘 . 

Knowing 𝐗 and 𝐘, we can easily find 𝜷
^
.


